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#### Abstract

Any linear code with a nontrivial automorphism has the structure of a module over a polynomial ring. The theory of Gröbner bases for modules gives a compact description and implementation of a systematic encoder. We present examples of algebraic-geometric Goppa codes that can be encoded by these methods, including the one-point Hermitian codes.


Index Terms-Systematic encoding, algebraic-geometric Goppa codes, Gröbner bases.

## I. Introduction

LET $X$ be a smooth, irreducible projective algebraic curve $d$ defined over the finite field $\boldsymbol{F}_{q}$, and let $D=\sum_{i=1}^{n} P_{i}$ and $G$ be divisors made up of $\boldsymbol{F}_{q}$-rational points (places of degree 1) of $X$, with the $P_{i}$ distinct and $\operatorname{supp}(D) \cap \operatorname{supp}(G)=\emptyset$. Let $L(G)$ be the vector space of rational functions on $X$ with poles and zeroes bounded by $G$

$$
L(G)=\left\{f \in \boldsymbol{F}_{q}(X)^{*} \mid(f)+G \geq 0\right\} \cup\{0\} .
$$

We will concentrate on the Goppa codes of the form

$$
C_{L}(D, G)=\left\{\left(f\left(P_{1}\right), \cdots, f\left(P_{n}\right)\right) \in \boldsymbol{F}_{q}^{n} \mid f \in L(G)\right\} .
$$

In this paper we will consider the problem of constructing systematic encoders for these codes. Basic linear algebra gives one immediate approach to this problem. Namely, given any collection of functions $\left\{f_{1}, \cdots, f_{k}\right\}$ in $L(G)$, whose images in $L(G) / L(G-D)$ form a basis for that space, we get a generator matrix for $C_{L}(D, G)$ of the form

$$
M=\left(\begin{array}{ccc}
f_{1}\left(P_{1}\right) & \cdots & f_{1}\left(P_{n}\right) \\
\vdots & \ddots & \vdots \\
f_{k}\left(P_{1}\right) & \cdots & f_{k}\left(P_{n}\right)
\end{array}\right) .
$$

By row operations and, if necessary, column interchanges (i.e., relabeling the points of $D$ ), we can take $M$ to the form

$$
\begin{equation*}
M^{\prime}=\left\lfloor I_{k} \mid B\right\rfloor \tag{1}
\end{equation*}
$$

where $I_{k}$ is a $k \times k$ identity matrix, and $B$ is some $k \times(n-k)$ matrix. Multiplying the row vector $w \in F_{q}^{k}$ on the right by

[^0]$M^{\prime}$ gives a systematic encoding function $E: \boldsymbol{F}_{q}^{k} \rightarrow \boldsymbol{F}_{q}^{\boldsymbol{n}}$ for $C_{L}(D, G)$.

By the results of [1], every linear code can be obtained via Goppa's construction (using appropriate $X, D, G$ ). So it is probably fruitless to ask for an improvement on this matrixbased method in general. However, we may still ask whether the presence of some extra algebraic structure on $C_{L}(D, G)$ might reduce the amount of information needed to describe the systematic encoder. In other words, we ask for a more compact description of the encoder than the collection of $k \cdot(n-k)$ entries of the submatrix $B$ in $M^{\prime}$ above. To be useful, such extra algebraic structure should be present in many good codes (i.e., ones with large minimum distance $d$ relative to $k$ and $n$ ). Naturally, we would also hope that the actual encoding operation could be performed efficiently using the compact representation.

Our motivating example in this regard is the well-studied case of cyclic codes (see, e.g. [2, ch. 6]). Let $C$ be an ideal in the ring $\boldsymbol{F}_{q}[x] /\left\langle x^{n}-1\right\rangle$. Then, as is well known, $C$ can be generated by (the coset of) a single monic polynomial $g(x) \mid x^{n}-1$. Moreover, a systematic encoder can be constructed using just the information contained in $g(x)$ and the polynomial division algorithm. Namely, if $g(x)=$ $x^{r}+a_{r-1} x^{r-1}+\cdots+a_{0}$, where $k=\operatorname{dim}(C)=n-r$, we may take as information symbols the coefficients of $x^{n-1}, \cdots, x^{r}$. Forming any linear combination

$$
p(x)=c_{n-1} x^{n-1}+\cdots+c_{r} x^{r}
$$

and computing the remainder $\overline{p(x)}$ on division by $g(x)$, we find that $c(x)=p(x)-\overline{p(x)}$ is a multiple of $g(x)$, i.e., is a codeword. Furthermore, since $\overline{p(x)}$ is a lincar combination of $x^{r-1}, \cdots, x, 1, c(x)$ contains the same $x^{n-1}, \cdots, x^{r}$ terms as $p(x)$. Hence, we have a systematic encoder for $C$.

To get something similar, we will assume that the code $C_{L}(D, G)$ has a nontrivial automorphism. In the examples we present, the automorphism of the code we use will be induced by an $\boldsymbol{F}_{q}$-rational automorphism $\sigma$ of the curve $X$ fixing the divisors $G$ and $D$, and inducing a nontrivial permutation of the points of $D$, though this is not necessary for our approach. It is well-known-see, e.g., [3, sec. VII.3.3]-that if we have such a automorphism $\sigma \in \operatorname{Aut}(X)$, the mapping $f \mapsto f \circ \sigma^{-1}$ takes the vector subspace $L(G) \subset \boldsymbol{F}_{q}(X)$ to itself, and hence induces an automorphism of the code $C_{L}(D, G)$. In fact, by considering the orbit decomposition of the entries of the codewords under the action of the cyclic subgroup $H$ generated by the automorphism of the code, we can see that the codewords of such a code consist of several "blocks" (one
per orbit) each of which is permuted cyclically. Codes of this form have properties very similar to cyclic codes, and can be systematically encoded in a fashion that parallels the method described above for the cyclic case to a striking degree.

There are two main reasons we believe that this line of thought is interesting. First, it applies directly to many good codes. In order for Goppa's construction to yield good codes from a curve $X$ of genus $g>0, X$ must have many $\boldsymbol{F}_{q^{-}}$ rational points. But curves with many $\boldsymbol{F}_{q}$-rational points tend to be special in other ways too. In particular, they tend to have many automorphisms.

To give one example, consider the much-studied Hermitian curve $X_{m}$ over the field $\boldsymbol{F}_{m^{2}}$, given by the affine equation

$$
x^{m+1}=y^{m}+y
$$

(see [3]-[5]). $X_{m}$ has a single point $Q$ (rational over $\boldsymbol{F}_{m m^{2}}$ ) at infinity, and $m^{3}$ other $\boldsymbol{F}_{m^{2}}$-rational points $P_{i}, i=1, \cdots, m^{3}$. As is well known, $X_{m}$ has the maximum possible number of $\boldsymbol{F}_{m^{2}}$-rational points for a curve of genus $g=m(m-1) / 2$. Write $\alpha$ for a generator of the multiplicative group $\boldsymbol{F}_{m^{2}}^{*}$. Then $X_{m}$ always has an automorphism of the form

$$
\sigma:\left\{\begin{array}{l}
x \vdash>\alpha x  \tag{2}\\
y \mapsto \alpha^{m+1} y
\end{array}\right.
$$

The automorphism $\sigma$ fixes $Q$, and permutes the other $\boldsymbol{F}_{m^{2-}}$ rational points. (Of course, $X_{m}$ has many other automorphisms as well; this particular $\sigma$ is interesting because it has order $m^{2}-1$, quite large. Hence the number of orbits will be small, and their lengths will be large.) Hence, taking $Q=a Q$, and

$$
D=\sum_{i=1}^{m^{3}} P_{i}
$$

we are in the situation described above. The automorphism $\sigma$ induces an automorphism of each of the codes $C_{L}(D, a Q)$ on the Hermitian curve $X_{m}$. Other curves with automorphisms that can be exploited in the same way include, but are not limited to, the family of curves with many $\boldsymbol{F}_{q}$-rational points considered by IIansen and Stichtenoth in [7], the Klein quartic [6], the modular curves $X_{0}(\ell)$ considered by Tsfasman, Vlăduţ, and Zink in their construction of long codes exceeding the Gilbert-Varshamov bound [8], any elliptic or hyperelliptic curve, and so forth.

Second, there is an extra algebraic structure on the codes $C_{L}(D, G)$ in this situation. Writing the entries in each cyclically permuted block as a polynomial in a variable $t$, we will show that $C=C_{L}(D, G)$ has the structure of a finitely generated module over the ring $\boldsymbol{F}_{q}[t]$, where multiplication by $t$ acts as a cyclic permutation on each block. The dual code

$$
\begin{aligned}
C_{\Omega}(D, G) & =\left\{\left(c_{1}, \cdots, c_{n}\right) \mid \sum_{i=1}^{n} c_{i} f\left(P_{i}\right)=0\right. \\
& \quad \text { for all } f \in L(G)\} \\
& =\left\{\left(\operatorname{Res}_{P_{1}}(\omega), \ldots, \operatorname{Res}_{P_{n}}(\omega)\right) \mid \omega \in \Omega(G-D)\right\}
\end{aligned}
$$

( $\left[3\right.$, sec. VII.1]) also has the structure of a $\boldsymbol{F}_{q}[t]$-module.
To $C$ we can associate a submodule $\bar{C}$ of the free module $\boldsymbol{F}_{q}[t]^{r}$, where $r$ is the number of orbits of the points of
$D$ under the action of the cyclic group of automorphisms generated by $\sigma$. The theory of Gröbner bases for modules over polynomial rings ([9]) now provides both a convenient language for specifying, and a powerful constructive way to implement the desired compact representation of a systematic encoder. We summarize our encoding algorithm as follows. (See Subsection II-C below for a more precise description.) Select and fix some monomial order on terms in the free module $\boldsymbol{F}_{q}[t]^{r}$. Then

1) The module $\bar{C}$ has a Gröbner basis $\mathcal{G}$ of size equal to $r$ (the number of orbits), which can be computed using, e.g., Buchberger's algorithm. There are also much more efficient algorithms for computing Gröbner bases in special cases. For Hermitian codes, see our paper [10].
2) As information positions for the code we can take a certain subset of the collection of nonstandard monomials for $\bar{C}$ (that is, those monomials appearing as leading terms of some element of $\bar{C}$ ). The parity checks are then the standard monomials.
3) Forming any linear combination $w$ of the nonstandard monomials and applying division by the Gröbner basis $\mathcal{G}$, we reduce to the remainder $\bar{w}^{\mathcal{G}}$ (this contains only standard terms). Then

$$
E(w)=w-\bar{w}^{\mathcal{G}} \in \bar{C}
$$

gives the systematic encoder.
4) The information needed to describe $\mathcal{G}$ and hence the encoder is a collection of at most $r \cdot(n-k)$ coefficients; this is usually significantly smaller than the number $k \cdot(n-k)$ of coefficients in the right-hand block $B$ of the row-reduced generator matrix in (1).
This yields an encoder which can be compactly represented. Moreover, the computation of the remainder $\bar{w}^{\mathcal{G}}$ takes no more work than computing the parity checks directly from $B$ in (1). We remark that very similar ideas can be used to generate systematic encoders for the $m$-dimensional extended cyclic codes, which can be viewed as $\boldsymbol{F}_{q}\left[t_{1}, \cdots, t_{m}\right]$-modules (see [11] and [12] for the case of $m$-dimensional cyclic codes).

It is, of course, also true that the codes we consider can be viewed as modules over the group algebra of the full automorphism group of the code. However, when this automorphism group is nonabelian, the group algebra is a noncommutative ring. Gröbner bases for modules over rings of polynomials in noncommuting variables could conceivably be applied to the same effect. In the cases we have considered, however, there seems to be little advantage to this. Even though we are not using all of the symmetries of the codewords, restricting to cyclic groups of automorphisms lets us apply some very powerful, yet relatively simple algebraic machinery.

The rest of the paper is organized as follows. In Section II we collect all the theoretical results on automorphisms of curves and the induced automorphisms of Goppa codes that we will need, and we establish the existence of the module structure described above. Finally, a more precise statement of the encoding algorithm is given. Section III is devoted to several detailed examples, illustrating how this encoding method works in practice.

## II. Theoretical Results

## A. Module Structures on Certain Goppa Codes.

We begin by describing some useful module structures on certain Goppa codes. Most of the cases we will consider come from the following situation.

Let $X$ be an irreducible, smooth projective algebraic curve defined over $\boldsymbol{F}_{q}$, and let $\sigma$ be an $\boldsymbol{F}_{q}^{\prime}$-rational automorphism of $X$. Then $\sigma$ permutes the points of $X$ rational over $\boldsymbol{F}_{q}$ (or equivalently, the places of degree 1 of the function field of $X$ ), and hence can be extended to act on divisors on $X$ consisting of $\boldsymbol{F}_{q}$-rational points. Suppose that:

1) The curve $X$ has an $\boldsymbol{F}_{q}$-rational automorphism $\sigma$ that fixes two divisors $D, G$ on $X$ consisting of $\boldsymbol{F}_{q}$-rational points and with disjoint supports.
2) The automorphism $\sigma$ induces a nontrivial permutation of the points of $D$. (This will be true automatically, for instance, if the degree of $D$ is sufficiently large with respect to the genus of $X$.)
We then have the following standard fact.
(II.A.1) Lemma: The automorphism $\sigma$ induces a nontrivial automorphism

$$
\begin{align*}
\sigma \cdot\left(f\left(P_{1}\right), \cdots, f\left(P_{n}\right)\right) & =\left(\left(f \circ \sigma^{-1}\right)\left(P_{1}\right), \cdots,\left(f \circ \sigma^{-1}\right)\left(P_{n}\right)\right) \\
& =\left(f\left(\sigma^{-1}\left(P_{1}\right)\right), \cdots, f\left(\sigma^{-1}\left(P_{n}\right)\right)\right) \tag{3}
\end{align*}
$$

of the Goppa code $C_{L}(D, G)$ constructed from $X$.
Proof: (see, e.g., [3, sec. VII.3.3]).
An immediate corollary of (3) above is the following symmetry of the codewords of $C_{L}(D, G)$.
(II.A.2) Corollary: Let $H$ be the cyclic subgroup of Aut $(X)$ generated by $\sigma$, and let

$$
\operatorname{supp}(D)=O_{1} \cup O_{2} \cup \cdots \cup O_{r}
$$

be the decomposition of the support of $D$ into disjoint orbits under the action of $H$. Then the entries of codewords corresponding to the points in each $O_{i}$ are permuted cyclically by $\sigma$.
(II.A.3) Examples: Consider the Hermitian curve $X_{3}$ over the field $\boldsymbol{F}_{9}$, given by the affine equation $x^{4}=y^{3}+y$, as in the introduction. Taking $m=3$ in the general form (2) above, we obtain an automorphism $\sigma$ fixing the point $Q$ at infinity, and the divisor

$$
D=\sum_{i=1}^{27} P_{i}
$$

formed from the 27 affine $\boldsymbol{F}_{9}$-rational points. We represent $\boldsymbol{F}_{9}$ as $\boldsymbol{F}_{3}^{\prime}[\alpha] /\left\langle\alpha^{2}+\alpha-1\right\rangle$. Then, under the action of $H=\langle\sigma\rangle$, $\operatorname{supp}(D)$ decomposes into five distinct orbits

$$
\begin{aligned}
& O_{1}=O\left(\left(1, \alpha^{7}\right)\right), O_{2}=O\left(\left(1, \alpha^{5}\right)\right), O_{3}=O\left(\left(1, \alpha^{4}\right)\right) \\
& O_{4}=O\left(\left(0, \alpha^{2}\right)\right), O_{5}=\{(0,0)\}
\end{aligned}
$$

The orbits $O_{1}, O_{2}$, and $O_{3}$ have eight elements each, $O_{4}$ has two elements, and $O_{5}$ is a singleton. (By the general theory of group actions, the number of elements in an orbit is the number of cosets of the subgroup of $H$ fixing one element
of the orbit-hence the number of elements in each orbit is a divisor of the order of the cyclic group $H, 8$ in this case.) By the Corollary, the entries in any of the codewords of a $C_{L}(D, a Q)$ code on this curve decompose into five "blocks" according to these orbits, each of which is cyclically permuted by $\sigma$.

In this case (and in all others where $m$ is prime), $X_{m}$ has automorphisms of order greater than $m^{2}-1$ as well. Consider

$$
\tau:\left\{\begin{array}{l}
x \mapsto \alpha^{2} x \\
y \mapsto y+\alpha^{2}
\end{array}\right.
$$

It is easy to check that $\tau$ is an automorphism of $X_{3}$, of order 12. $\tau$ also fixes the divisors $D$ and $G$. Under the action of $\dot{H}^{\prime}=\langle\tau\rangle$, supp $(D)$ decomposes into three orbits

$$
O_{1}^{\prime}=O\left(\left(1, \alpha^{4}\right)\right), O_{2}^{\prime}=O((\alpha, 1)), O_{3}^{\prime}=O((0,0))
$$

The orbits $O_{1}^{\prime}$ and $O_{2}^{\prime}$ have 12 elements each, while $O_{3}^{\prime}$ has three elements. By (II.A.2), we get a second, distinct decomposition of the codewords of $C_{L}(D, a Q)$ into cyclically permuted blocks.

We next give a more precise description of the $\boldsymbol{F}_{q}[t]$-module structure on $G_{L}\left(D, G_{I}\right)$ that is induced by the action of $\sigma$ given in (3). The basic idea is very simple: multiplication by $t$ in this module will mean applying the automorphism $\sigma$ of the code. We note that $C_{L}(D, G)$ codes can also have automorphisms that are not induced by automorphisms of the curve. The same construction can be applied in those cases as well.

A convenient way to describe this $\boldsymbol{F}_{q}[t]$-module structure is as follows. We may relabel the points of $D$ as $P_{i, j}$, where $i=1, \cdots, r$, and for each given $i, j$ runs from 0 to $\left|O_{i}\right|-1$. Pick any one point $P_{i, 0} \in O_{i}$, and enumerate the points in the $i$ th orbit as $P_{i, j}=\sigma^{j}\left(P_{i, 0}\right)$. We have $P_{i,\left|O_{i}\right|}=P_{i, 0}$. Similarly, by convention we will write $P_{i,-1}=\sigma^{-1}\left(P_{i 0}\right)=P_{i,\left|O_{i}\right|-1}$. Rearranging the components, we may represent the codewords as $r$-tuples of polynomials in one variable:

$$
\begin{equation*}
\left(h_{1}(t), \cdots, h_{r}(t)\right) \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{i}(t)=\sum_{j=0}^{\left|O_{i}\right|-1} f\left(P_{i, j}\right) t^{j} \tag{5}
\end{equation*}
$$

and $f \in L(G)$.
The most direct way to incorporate the cyclic permutations of the entries is to view the $r$-tuples (4) as elements of the $\boldsymbol{F}_{q}[t]$-module

$$
\begin{equation*}
M=\bigoplus_{i=1}^{r} \boldsymbol{F}_{q}[t] /\left\langle t^{\left|O_{i}\right|}-1\right\rangle \tag{6}
\end{equation*}
$$

The collection $C$ of $r$-tuples obtained from the words of the code $C_{L}(D, G)$ is closed under sums. Furthermore, multiplication of an $r$-tuple of polynomials as in (4) by $t$ has the

## following effect:

$$
\begin{align*}
t \cdot h_{i}(t) & =\sum_{j=0}^{\left|O_{i}\right|-1} f\left(P_{i, j}\right) t^{j+1} \\
& \equiv \sum_{j=0}^{\left|O_{i}\right|-1} f\left(P_{i, j-1}\right) t^{j} \bmod \left\langle t^{\left|O_{i}\right|}-1\right\rangle  \tag{7}\\
& =\sum_{j=0}^{\left|O_{i}\right|-1} f\left(\sigma^{-1}\left(P_{i, j}\right)\right) t^{j}
\end{align*}
$$

Comparing with (3) above, we see that multiplying an element of $C$ by $t$ is the same as applying the automorphism of the code induced by $\sigma$. Hence $C$ is closed under multiplication by $t$, and we have the following consequence of our observations.
(II.A.4) Proposilion: Let $C$ be the $\boldsymbol{F}_{q}$-vector subspace of the module $M$ in (6) formed by the codewords of the code $C_{L}(D, G)$. Then $C$ is a $\boldsymbol{F}_{q}[t]$-submodule of $M$ under the component-wise multiplication given in (7).
(II.A.5) Remark: By the structure theorem for modules over a principal ideal domain (see, e.g., [13, ch. 3]), it follows that $C$ is isomorphic to a direct sum of cyclic $\boldsymbol{F}_{q}[t]$-modules. However, that algebraic decomposition does not coincide with the cyclic block decomposition of the codewords discussed above.
(II.A.6) Alternate Description: Consider the $\boldsymbol{F}_{q}[t]$-submodule $\bar{C}$ of the free module $\boldsymbol{F}_{q}[t]^{r}$ generated by the codewords of $C_{L}(D, G)$ and the $q_{i}=\left(t^{\left|O_{i}\right|}-1\right) \boldsymbol{e}_{i}$, where $i=1, \cdots, r$, and $\boldsymbol{e}_{i}$ is the $i$ th standard basis vector in $\boldsymbol{F}_{q}[t]^{r}$. In other words, $\bar{C}$ is the inverse image $\pi^{-1}(C)$ under the obvious surjection

$$
\boldsymbol{F}_{q}[t]^{r} \xrightarrow{\pi} \bigoplus_{i=1}^{r} \boldsymbol{F}_{q}[t] /\left\langle t^{\left|O_{i}\right|}-1\right\rangle
$$

It is in this sense that $C_{L}(D, G)$ can be associated with a submodule of a free module over $\boldsymbol{F}_{q}[t]$, so that the standard theory of Gröbner bases for modules over a polynomial ring may be applied.
(II.A.7) Remark: For completeness, we mention that everything we have said above for the Goppa code $C_{L}(D, G)$ also carries over to the dual code

$$
\begin{aligned}
C_{\Omega}(D, G) & =\left\{\left(c_{1}, \ldots, c_{n}\right) \mid \sum_{i=1}^{n} c_{i} f\left(P_{i}\right)=0\right. \\
& \text { for all } f \in L(G)\} \\
& =\left\{\left(\operatorname{Res}_{P_{1}}(\omega), \ldots, \operatorname{Res}_{P_{n}}(\omega)\right) \mid \omega \in \Omega(G-D)\right\} .
\end{aligned}
$$

In particular, $C_{\Omega}(D, G)$ also has the structure of a $\boldsymbol{F}_{q}[t]-$ module. This is most easily seen by using (II.A.2). The automorphism $\sigma$ of $X$ also induces an automorphism of the dual code, which acts as a cyclic permutation on the entries corresponding to each $H$-orbit in $\operatorname{supp}(D)$.

## B. Gröbner Bases for $\boldsymbol{F}_{q}[t]$-modules.

Applications of symbolic algebraic techniques to problems in coding theory have been considered for instance in [11],
[12], [14], and [15]. The theory of Gröbner bases for polynomial ideals is one particularly powerful tool in this area, and expositions have appeared, for example in [16]-[19]. The theory for modules over polynomial rings is completely analogous, but perhaps less familiar. As a general reference, we suggest [ $9, \mathrm{ch} .3$ ]. For the convenience of the reader, we summarize the portions of that theory that are needed here. Since we will consider only modules over the one-variable polynomial ring $\boldsymbol{F}_{q}[t]$, the algebra simplifies considerably. Consider the free module $F=\boldsymbol{F}_{q}[t]^{r}$. A monomial $m$ in $F$ is an element of the form $m=t^{i} \boldsymbol{e}_{j}$, where $1 \leq j \leq r, \boldsymbol{e}_{j}$ is the $j$ th standard basis vector in $F$, and $i \geq 0$. A monomial ordering is a total ordering $>$ on the collection of monomials that satisfies $t^{i} \boldsymbol{e}_{j}>\boldsymbol{e}_{j}$ for all $j$ and all $i>0$, and that is compatible with the module structure in the sense that

$$
m_{1}>m_{2} \Rightarrow t^{i} m_{1}>t^{i} m_{2}
$$

for all $i \geq 0$.
For modules $F$ over the one-variable polynomial ring, there are just two basic ways to define monomial orders. First, we choose an ordering on the $e_{j}$ themselves; this is usually done implicitly with the indexing of the standard basis

$$
e_{1}>e_{2}>\cdots>e_{r}
$$

Then we can define one ordering by placing more importance on the index of the basis vector appearing than on the exponent of $t$.
(II.B.1) Definition: The position over term (or POT) ordering on $F=\boldsymbol{F}_{q}[t]^{r}$ is defined by

$$
t^{i} \boldsymbol{e}_{\boldsymbol{j}}>_{P O T} t^{k} \boldsymbol{e}_{\ell}
$$

if $j<\ell$, or $j=\ell$ and $i>k$.
A second ordering is obtained if we place more importance on the exponent.
(II.B.2) Definition: The term over position (or TOP) ordering on $F=\boldsymbol{F}_{q}[t]^{r}$ is defined by

$$
t^{i} \boldsymbol{e}_{j}>_{T O P} t^{k} \boldsymbol{e}_{\ell}
$$

if $i>k$, or $i=k$ and $j<\ell$.
It is also possible to partition the standard basis into subsets and define product TOP orderings, etc., but the possibilities here are much more restricted than for modules over polynomial rings in several variables, because the degree ordering on the powers of $t$ is the only monomial ordering on the rank-1 module $\boldsymbol{F}_{q}[t]$.

Once we have chosen a monomial ordering $>$, each element $f$ of $F$ will have a unique largest or leading term, which we will denote by $L T_{>}(f)$, or simply $L T(f)$ when no confusion as to the ordering intended is possible. Given a submodule $E \subseteq F$, the set of all leading terms of elements of $E$ generates a submodule of $F$, which we will denote by $L T(E)$.
(II.B.3) Definitions: A Gröbner basis for a submodule $E \subseteq$ $F$ (with respect to an ordering $>$ ) is a set $\mathcal{G}=\left\{g_{1}, \cdots, g_{s}\right\} \subset$ $E$ such that $\left\{L T\left(g_{1}\right), \cdots, L T\left(y_{s}\right)\right\}$ generates the submodule $L T(E)$. Equivalently, $\mathcal{G}$ is a Gröbner basis for $E$ if the leading term of each element of $E$ is a multiple of the leading term of one of the $g_{i}$. The monomials in $L T(E)$ are
called the nonstandard monomials for $E$; the monomials in the complement of $L T(E)$ are the standard monomials.

As in the case of ideals, a Gröbner basis for a submodule $E \subseteq F$ is a generating set for $E$. Gröbner bases exist for every submodule $E \subseteq F$. Moreover, Buchberger's algorithm for ideal Gröbner bases (see, e.g., [18, ch. 2, sec. 7]) extends more or less verbatim to this new situation and gives one constructive way to compute Gröbner bases for modules. For modules over the polynomial ring in one variable, the computation amounts to several polynomial GCD calculations by the Euclidean algorithm.

One special feature of modules over $\boldsymbol{F}_{q}[t]$ (something that is definitely not true for modules over polynomial rings in several variables) is the following uniform bound on the size of a Gröbner basis, the direct analog of the fact that all ideals in the ring itself are principal.
(II.B.4) Proposition: Let $E$ be any submodule of the free module $\boldsymbol{F}_{q}[t]^{r}$. Then $E$ has a Gröbner basis $\mathcal{G}$ with the property that for each $j, j=1, \cdots, r$, there is at most one clement of $\mathcal{G}$ whose leading monomial is of the form $t^{i} e_{j}$. In particular, $E$ has a Gröbner basis containing at most $r$ elements.

Proof: Consider any Gröbner basis $\mathcal{G}=\left\{g_{1}, \cdots, g_{s}\right\}$, and assume that among the elements of $\mathcal{G}$, there are two, $g_{i}$ and $g_{k}$, with $L T\left(g_{i}\right)=t^{u} \boldsymbol{e}_{j}$ and $L T\left(g_{k}\right)=t^{v} \boldsymbol{e}_{j}$ for the same $j$. Without loss of generality, suppose $u \leq v$. Then $L T\left(g_{k}\right)$ is a multiple of $L T\left(g_{i}\right)$ and the leading terms of $\mathcal{G}^{\prime}=\mathcal{G} \backslash\left\{g_{k}\right\}$ generate the same submodule of $\boldsymbol{F}_{q}[t]^{r}$ as the leading terms of $\mathcal{G}$. It follows from the Definitions (II.B.3) that $\mathcal{G}^{\prime}$ is also a Gröbner basis for $E$ with fewer elements than $\mathcal{G}$. We may repeat this argument on $\mathcal{G}^{\prime}$ as long as there are pairs of elements whose leading terms contain the same basis vector; eventually we obtain a Gröbner basis, the leading terms of whose elements contain distinct $\boldsymbol{e}_{j}$ 's. There are at most $r$ remaining elements at this point.
(II.B.5) Remark: In the applications we consider, including the $q_{i}=\left(t^{\left|O_{i}\right|}-1\right) \boldsymbol{e}_{i}$ as generators to simulate the cyclic permutations as in (II.A.6) will imply that the Gröbner bases contain exactly $r$ elements.

Also as in the case of ideals, there is a module normal form or division algorithm with respect to a Gröbner basis $\mathcal{G}$, which rewrites an arbitrary element $f \in F$ as

$$
\begin{equation*}
f=a_{1} g_{1}+\cdots+a_{s} g_{s}+\bar{f}^{\mathcal{G}} \tag{8}
\end{equation*}
$$

where $a_{1} g_{1}+\cdots+a_{s} g_{s} \in E$, and $\bar{f} \mathcal{G}$ (the normal form, or remainder on division) is a linear combination of standard monomials. The normal form is uniquely determined by $f$, and the choice of ordering. Expression (8) is found starting from $f$ by repeatedly subtracting multiples of the $g_{i}$ to cancel the leading term of the intermediate dividend, or moving leading terms which cannot be so canceled into the remainder. The formal statement of the general algorithm is exactly the same as for ideals (see, e.g., [18, ch. 2, sec. 1]), so we will not reproduce it here.

If we use the $P O T$ ordering (II.B.1), the steps in the normal form algorithm can be organized as several ordinary onevariable polynomial divisions, so we indicate one reasonably efficient way to implement the algorithm in this case. By
(II.B.4), any submodule $E \subseteq F=\boldsymbol{F}_{q}[t]^{r}$ has a $P O T$ Gröbner basis $\mathcal{G}=\left\{g_{1}, \cdots, g_{s}\right\}$ with $s \leq r$, and where the leading terms of the $g_{j}$ contain distinct standard basis vectors. We may order the $g_{j}$ so that their leading terms are listed in decreasing $P O T$ order. Given

$$
f=\sum f_{i} \boldsymbol{e}_{i}
$$

to compute the POT normal form, we may proceed as follows. If $L T\left(g_{1}\right)$ contains $\boldsymbol{e}_{1}$, and

$$
g_{1}=\sum g_{1 i} e_{i}
$$

then we begin by dividing $g_{11}$ into $f_{1}$ in $\boldsymbol{F}_{q}[t]$

$$
f_{1}=a_{1} g_{11}+R_{1}
$$

where $R_{1}$ is zero or has smaller degree than $g_{11}$. Subtracting $a_{1} g_{1}+R_{1} e_{1}$ from $f$, and moving $R_{1} e_{1}$ into the remainder, we obtain the intermediate dividend $p$, and the partial remainder $R$

$$
\begin{align*}
p & =\sum_{i=2}^{r}\left(f_{i}-a_{1} g_{1 i}\right) e_{i}  \tag{9}\\
R & =R_{1} e_{1}
\end{align*}
$$

Note that $p$ contains no $c_{1}$ terms, so we may continue and divide $g_{j}, j \geq 2$ into $p$. If at any step there are nonzero terms in the intermediate dividend containing a standard basis vector that appears in no $L T\left(g_{j}\right)$, then we move that whole component of the intermediate dividend into the remainder.

The following proposition gives a more precise statement of the resulting $P O T$-normal form algorithm.
(II.B.6) Proposition: The following algorithm computes the POT normal form of $f \in \boldsymbol{F}_{q}[t]^{r}$ with a respect to a Gröbner basis $\mathcal{G}$ as in (II.B.4). As before we write

$$
f=\sum f_{i} e_{i}
$$

and

$$
g_{j}=\sum g_{j i} \boldsymbol{e}_{i}
$$

etc., for the component decompositions of elements of $\boldsymbol{F}_{q}[t]^{r}$.

$$
\begin{aligned}
& \text { Input: } f, \text { the ordered } P O T \text { Gröbner basis } \mathcal{G} \\
& \text { Output: } a_{1}, \cdots, a_{s}, R=\bar{f} \mathcal{G} \\
& \text { Uses: Quot, Rem procedures for one-variable } \\
& \text { polynomial division } \\
& \\
& p:=f ; R:=0 ; j:=1 \\
& \text { For } i=1 \text { to } r \text { do } \\
& \text { If } L T\left(g_{j}\right) \text { contains } \boldsymbol{e}_{i} \text { then } \\
& a_{i}:=\operatorname{Quot}\left(p_{i}, g_{j i}\right) \\
& R_{i}:=\operatorname{Rem}\left(p_{i}, g_{j i}\right) \\
& p:=p-a_{i} g_{j}-R_{i} \boldsymbol{e}_{i} \\
& R:=R+R_{i} \boldsymbol{e}_{i} \\
& j:=j+1 \\
& \text { Else } \\
& a_{i}:=0 \\
& R:=R+p_{i} \boldsymbol{e}_{i} \\
& p:=p-p_{i} \boldsymbol{e}_{i}
\end{aligned}
$$

Proof: The correctness of the algorithm follows by considering the values of $p$ and $R$ after each pass through the For loop. For instance, after the completion of the first pass through the loop (whether $L T\left(g_{1}\right)$ contains $\boldsymbol{e}_{1}$ or not), by the one-variable polynomial division algorithm and (9), we have

$$
f=p+a_{1} g_{1}+R
$$

$p$ contains no $\boldsymbol{e}_{\perp}$ terms, and $R$ contains only standard monomials. Then we apply induction on $r$ to conclude the proof.

By way of contrast, the TOP normal form algorithm would work degree by degree rather than component by component.

A reduced Gröbner basis is one for which the leading coefficients of all of the basis elements are 1 , and the leading monomials of each of the $g_{i}$ appear only in that basis element. A reduced Gröbner basis can always be computed from a given Gröbner basis by replacing each basis element by its normal form with respect to the others, and adjusting scalars. It may be shown that once we choose a monomial ordering each $\boldsymbol{F}_{q}[t]$ module has a unique reduced Gröbner basis. In our examples in Section III, we will give reduced Gröbner bases.

## C. The Systematic Encoding Algorithm.

We return to the setting and the standing assumptions of Subsection II-A. By the alternate description (II.A.6) of the $\boldsymbol{F}_{q}[t]$-module structure on the code $C_{L}(D, G)$, we may carry out all calculations in the submodule $\bar{C}$ of $\boldsymbol{F}_{q}[t]^{r}$ generated by the $r$-tuples $\left(h_{1}(t), \cdots, h_{r}(t)\right)$ as in (4), and the $q_{i}=$ $\left(t^{\left|O_{i}\right|}-1\right) \boldsymbol{e}_{i}$. (Recall, $r$ here is the number of the orbits of $\operatorname{supp}(D)$ under the action of the group of automorphisms generated by $\sigma$.) As a preprocessing step, a monomial order is spccificd, and a reduced Gröbner basis $\mathcal{G}$ for $\bar{C}$ is computed. By (II.B.4), $\mathcal{G}$ will contain $r$ elements. (Note that some of the $q_{i}$ may appear as elements of $\mathcal{G}$.)
(II.C.1) Proposition: Given the Gröbner basis $\mathcal{G}$, the information positions and parity check positions for $C_{L}(D, G)$ are determined as follows:
a) The information positions are the coefficients of the nonstandard monomials appearing in the $r$-tuples constructed from the codcwords $\left(h_{1}(t), \cdots, h_{r}(t)\right)$ as in
(4). In other words, the information positions are the cocfficients of the nonstandard monomials of the form $t^{\ell} e_{i}$, where $\ell \leq\left|O_{i}\right|-1$; higher powers of $t$ are ignored.
b) The parity check positions are the standard monomials.

Proof: This follows immediately from the Alternate Description (II.A.6) of the module structure on $C_{L}(D, G)$, and the normal form or division algorithm for modules. In particular, the number of nonstandard monomials as in a) will always precisely equal the dimension $k$ of the code.

Fix some cnumcration of the information positions. Perhaps the most natural way to do this is to list the nonstandard monomials appearing in the $\left(h_{1}(t), \cdots, h_{r}(t)\right)$ as in (4) in decreasing order according to the chosen monomial ordering: $m_{\ell}=t^{i_{\ell}} \boldsymbol{c}_{j_{\ell}}$ for $\ell=1, \cdots, k=\operatorname{dim}(C)$. Do the same for the parity checks. Given $h=\left(h_{1}(t), \cdots, h_{r}(t)\right)$ as in (4), let $V C(h)$ be the vector of coefficients of the terms of $h$, listed in any convenient order. (We might use the POT order, (II.A.1)
for example, to match the cyclic block (orbit) decomposition of the codewords.) We are now ready to give the systematic encoding algorithm for one message word $w \in \boldsymbol{F}_{q}^{k}$. This algorithm uses the normal form or division algorithm described in (8) as a subroutine. As noted in (II.B.6), if the POT order is used, the normal form computation can be organized as several ordinary one-variable polynomial divisions.
(II.C.2) Systematic Encoding Algorithm:

Input: the Gröbner basis $\mathcal{G}, w \in \boldsymbol{F}_{q}^{k},\left\{m_{\ell}\right\}$
Output: $E(w) \in C_{L}(D, G)$
Uses: Normal form algorithm with respect to given ordering

$$
\begin{aligned}
& f:=\sum_{i=1}^{k} w_{i} m_{i} \\
& \bar{f}:=f^{\mathcal{G}} \text { (see (8) above) } \\
& E(w):=V C(f-\bar{f})
\end{aligned}
$$

Since $f$ is a linear combination of only nonstandard monomials, and $\bar{f}$ is a linear combination of only standard monomials, the symbols from $w$ are not changed in the process of computing $E(w)$. By (8), the difference $f-\bar{f}$ is an element of the submodule $\bar{C}$, so it represents a codeword.

As we mentioned in the Introduction, the amount of information that needs to be stored here is generally much smaller than the amount needed for a full $\boldsymbol{F}_{q}$-basis of the code $C_{L}(D, G)$. If we use only reduced Gröbner bases, then each Gröbner basis element consists of a nonstandard leading lerin, and (at most) $n-k$ standard terms, whose cocfficients constitute the description of the encoder. There are at most $r \cdot(n-k)$ of these coefficients. In practice, we frequently need even less information, since some parity check positions may come before somc information positions in the monomial order, and hence may not appear in all of the basis elements. In addition, some clements of the Gröbner basis may be the generators $q_{i}=\left(t^{\left|O_{i}\right|}-1\right) \boldsymbol{e}_{i}$, which contain only one nonzero standard term.

When we compare this count with the number of entries of the block $B$ in the row-reduced generator matrix in (1), we see that we have achieved a more compact systematic encoder. Perhaps surprisingly, our method is also comparable in efficiency to the matrix-based method described in the Introduction. The reductions needed to find the normal form $\bar{f}$ do not require significantly more arithmetic than the direct computation of the full set of parity checks via the row-reduced generator matrix (1). To see this note that for $w \in \boldsymbol{F}_{q}^{k}$, in computing the matrix product $w\left[I_{k} \mid B\right]$ directly, we must perform $k \cdot(n-k)$ multiplications and $(k-1) \cdot(n-k)$ sums. On the other hand, reducing

$$
f:=\sum_{i=1}^{k} w_{i} m_{i}
$$

to normal form, we need to subtract $k$ multiples of Gröbner basis elements to remove the nonstandard monomials. Each of those multiples will be a constant times a monomial times a

Gröbner basis element, and each Gröbner basis element contains (at most) $n-k$ nonzero standard coefficients (assuming a reduced Gröbner basis). So the total amount of arithmetic is roughly the same.

## III. Examples

In this section, we will present a series of examples illustrating how well our method works on several interesting classes of codes. As will be clear, these examples by no means exhaust the situations where the method will be useful.
(III.I) Practical Comment: We mention that by (II.B.4), the greatest reduction in the amount of information needed to specify the systematic encoder will be achieved when we minimize the number of orbits of $\operatorname{supp}(D)$ under the action of the subgroup generated by $\sigma$. In other words, when several choices of $o$ are possible, it will generally pay to use the $\sigma$ of maximal order.
(III.2) Examples: Onc large class of examples has a common pattern. Namely, suppose $X$ is a smooth curve in special position, as defined in [15]. In particular, $X \subset \boldsymbol{P}^{m}$ has just one point $Q$ at infinity (which is rational over $\boldsymbol{F}_{q}$ ), and the affine coordinate functions $x_{i}, i=1, \cdots, m$ have distinct pole orders at $Q$. (As proved in [15], given a curve $Y$ and an $\boldsymbol{F}_{q}$-rational point on $Y$, there always is a birational isomorphism from $Y$ to a curve in special position, so there is no real restriction here.) Suppose in addition that $X$ has a monomial automorphism, that is, an automorphism of the form $\sigma: x_{i} \mapsto \alpha^{r_{i}} x_{i},(i=1, \cdots, m)$ where $\alpha$ is a generator of $\boldsymbol{F}_{q}^{*}$, and the $r_{i}$ are integers. Then $\sigma$ fixes any divisor of the form $a Q$, and permutes the affine $\boldsymbol{F}_{q}$-rational points of $X$. Let $D$ be the sum of the affine $\boldsymbol{F}_{q}$-rational points, each with coefficient 1. By Proposition (II.A.4), any code of the form $C_{L}(D, a Q)$ has an $\boldsymbol{F}_{q}[t]$-module structure, and our approach applies.

By the results of [15], these codes can also be obtained by shortening $m$-dimensional extended cyclic codes. Extended cyclic codes have the structure of $\boldsymbol{F}_{q}\left[t_{1}, \cdots, t_{m}\right]$-modules. Interestingly enough, in the case of a monomial automorphism, the $\boldsymbol{F}_{q}[t]$ module-structure guaranteed by (II.A.4) is compatible with the $\boldsymbol{F}_{q}\left[t_{1}, \cdots, t_{m}\right]$-module structure of the extended cyclic code in the sense that the multiplication by $t$ we have defined is the restriction to the shortened code of multiplication by the monomial $t_{1}^{r_{1}} t_{2}^{r_{2}} \cdots t_{m}^{r_{m}}$ in the extended cyclic code. (The $r_{i}$ are the same exponents appearing in the automorphism $\sigma$.)

As a concretc example, we consider the codes $C_{L}(D, a Q)$ on the Hermitian curve $X_{3}$ over $\boldsymbol{F}_{9}$. As in Example (II.A.3), we represent $\boldsymbol{F}_{9}$ as $\boldsymbol{F}_{3}[\alpha] /\left\langle\alpha^{2}+\alpha-1\right\rangle$ and write each nonzero element of the field as a power of $\alpha$. Under the action of the subgroup of Aut $\left(X_{3}\right)$ generated by the monomial automorphism $\sigma$

$$
\sigma:\left\{\begin{array}{l}
x \mapsto \alpha x \\
y \mapsto \alpha^{4} y=-y
\end{array}\right.
$$

the affine $\boldsymbol{F}_{9}$-rational points decompose into five orbits. Using the orbit decomposition, we can rewrite the codewords of $C_{L}(D, a Q)$ as 5 -tuples of polynomials as in (4). There will be a Gröbner basis for $C_{L}(D, a Q)$ as $\boldsymbol{F}_{9}[t]$-module with five elements in this case.

We will derive a complete compact systematic encoder for $C_{L}(D, 19 Q)$ on this curve. To begin, we note that $g\left(X_{3}\right)=3$, so that by the Riemann-Roch theorem, the dimension of $L(19 Q)$ is $19+1-3-17$. No function in $L(19 Q)$ vanishes at all 27 of the points of $D$, so $n=27, k=17$ for this code. (By [3, sce. VII.4.3], the minimum distance is $d=8$.)

Since $x$ has pole order 3 at $Q$ and $y$ has pole order 4 at $Q$, a basis for $L(19 Q)$ is given by the following collection of monomial functions:
$\left\{1, x, y, x^{2}, x y, y^{2}, x^{3}, x^{2} y, x y^{2}, y^{3}, x^{3} y, x^{2} y^{2}, x y^{3}, y^{1}, x^{3} y^{2}\right.$,

$$
\left.x^{2} y^{2}, x y^{3}\right\}
$$

Using the $P O T$ ordering (II.B.1) on $\boldsymbol{F}_{9}[t]^{5}$, we compute a Gröbner basis for the submodule $\bar{C}$ of $\boldsymbol{F}_{9}[t]^{5}$. We may use as generators, for example, the 17 codewords corresponding to the rows of any generator matrix for $C_{L}(D, 19 Q)$, and $\left(t^{8}-1\right) \boldsymbol{e}_{i}, i=1,2,3,\left(t^{2}-1\right) \boldsymbol{e}_{4}$, and $(t-1) \boldsymbol{e}_{5}$. We find the following reduced Gröbner basis:

```
\(g_{1}=\left(1, \alpha^{6}, \alpha t^{5}+\alpha t^{4}+\alpha^{6} t^{3}+\alpha^{2} t^{2}+\alpha t+\alpha^{2}, \alpha^{2} t+\alpha, 1\right)\)
\(g_{2}=\left(0, t+\alpha^{5}, t^{5}+\alpha^{5} t^{4}+\alpha^{7} t^{3}+\alpha^{7} t+\alpha^{7}, \alpha^{2} t+\alpha^{4}, 1\right)\)
\(g_{3}=\left(0,0, t^{6}+\alpha^{6} t^{5}+\alpha^{2} t^{4}+\alpha^{7} t^{3}+\alpha t^{2}+\alpha^{4} t+\alpha^{5}\right.\),
        \(\left.\alpha^{3} t+\alpha^{3}, \alpha^{7}\right)\)
\(g_{4}=\left(0,0,0, t^{2}-1,0\right)\)
\(g_{5}=(0,0,0,0, t-1)\)
```

From this, using (II.C.1) we see that the information positions for the code (with respect to the POT ordering) can be taken as the coefficients of

- $t^{7} \boldsymbol{e}_{1}, \cdots, t \boldsymbol{e}_{1}, \boldsymbol{e}_{1}$
- $t^{7} \boldsymbol{e}_{2}, \cdots, t \boldsymbol{e}_{2}$
- $t^{7} \boldsymbol{e}_{3}, t^{6} \boldsymbol{e}_{3}$.

There are 17 of these, which agrees with the dimension $k$. (III.3) Example: We continue with the Hermitian curve $X_{3}$. By the heuristic of (III.1), the monomial automorphism described above is not optimal in this case. Indeed, as we have seen in (II.A.3), when $m=3$, the Hermitian curve $X_{3}$ also has a nonmonomial automorphisms of order higher than 8 . We will consider next the automorphism

$$
\tau:\left\{\begin{array}{l}
x \mapsto \alpha^{2} x \\
y \mapsto y+\alpha^{2}
\end{array}\right.
$$

From Example (II.A.3), we recall that the affine $\boldsymbol{F}_{9}$-rational points of $X_{3}$ decompose into three orbits under the action of $\tau$-two of length 12 and one of length 3.

Using the same basis for $L(19 Q)$ given above and the POT ordering (II.B.1) on $\boldsymbol{F}_{9}[t]^{3}$, we compute a Gröbner basis for the submodule $\bar{C}$ of $\boldsymbol{F}_{9}[t]^{3}$. As before, we may use as generators the 17 codewords corresponding to the rows of a generator matrix for $C_{L}(D, 19 Q)$ (rearranged according to the orbits of $\tau)$ and $\left(t^{12}-1\right) \boldsymbol{e}_{i}, i=1,2,\left(t^{3}-1\right) \boldsymbol{e}_{3}$.

As we expect by (II.B.4), there are three Gröbner basis elements in all:

$$
\begin{align*}
& g_{1}=\left(1, \alpha^{3} t^{6}+\alpha^{7} t^{4}+\alpha^{7} t^{3}+t^{2}+\alpha^{6} t+\alpha, \alpha^{5} t^{2}+t+\alpha\right) \\
& g_{2}=\left(0, t^{7}+\alpha^{3} t^{6}+\alpha^{5} t^{5}+\alpha^{4} t^{4}+\alpha^{4} t^{3}+\alpha^{7} t^{2}+\alpha t+1\right. \\
&\left.\alpha^{2} t+\alpha^{6}\right) \\
& g_{3}=\left(0,0, t^{3}-1\right) \tag{10}
\end{align*}
$$

From this, using (II.C.1) we see that the information positions for the code (with respect to the $P O T$ ordering) are the coefficients of

- $t^{11} \boldsymbol{e}_{1}, \cdots, l \boldsymbol{e}_{1}, \boldsymbol{e}_{1}$,
- $t^{11} e_{2}, \cdots, t^{7} e_{2}$.

Note that there are precisely 17 of them as we expect. The remaining ten monomials of the form $t^{\ell} \boldsymbol{e}_{i}$, where $\ell \leq\left|O_{i}\right|-1$, are the parity check positions.

For purposes of comparison, here is a reduced TOP Gröbner basis for the same submodule of $\boldsymbol{F}_{9}[t]^{3}$, listed with leading terms in decreasing $T O P$ order (the leading terms are underlined).

$$
\begin{align*}
g_{1}^{\prime} & =\left(-t^{2}+\alpha^{2} t+\alpha^{7}, \underline{t^{4}}+\alpha^{7} t^{3}+\alpha^{6} t^{2}+\alpha^{7} t-1, \alpha^{7} t+\alpha^{5}\right) \\
g_{2}^{\prime} & =\left(\underline{t^{3}}+\alpha^{7} t^{2}+\alpha^{2} t-1, \alpha^{7} t^{3}-t^{2}+\alpha^{3} t, \alpha^{7} t^{2}+\alpha^{7} t+\alpha\right) \\
g_{3}^{\prime} & =\left(0,0, \underline{t^{3}}-1\right) \tag{11}
\end{align*}
$$

The information and parity check positions are different here in (11) than they are for the POT order basis (10) above. However, note that there are still 17 information positions--the coefficients of

- $t^{11} \boldsymbol{e}_{1}, \cdots, t^{3} \boldsymbol{e}_{1}$,
- $t^{11} \boldsymbol{e}_{2}, \cdots, t^{4} \boldsymbol{e}_{2}$.

In general, using the POT ordering will tend to eliminate more terms from the leftmost components, leaving the parity checks farther to the right, while the TOP ordering would tend to spread the parity checks more evenly among the different components.

To illustrate the operations needed for encoding, we apply the algorithm (II.C.2) to encode the message word

$$
w=\left(t, \alpha t^{8}+t^{7}, 0\right)
$$

using the POT Gröbner basis in (10) and (II.B.6) (we have already converted the string from $F_{9}^{17}$ to a 3-tuple of polynomials). We begin by subtracting ${ }^{\prime} g_{1}$ from $w$ to obtain
$w-t g_{1}=\left(0, \alpha t^{8}+\alpha^{6} t^{7}+\alpha^{3} t^{5}+\alpha^{3} t^{4}-t^{3}+\alpha^{2} t^{2}+\alpha^{5} t\right.$,

$$
\left.\alpha t^{3}-t^{2}+\alpha^{5} t\right)
$$

Now, we divide the leading entry from $g_{2}$ into the second component of the right-hand side, yielding a quotient of $\alpha t+\alpha$, and a remainder of

$$
R_{2} \boldsymbol{e}_{2}=\left(0, \alpha^{3} t^{6}+\alpha^{5} t^{5}+\alpha^{6} t^{4}+\alpha^{7} t^{3}-t^{2}+\alpha^{3} t+\alpha^{5}, 0\right)
$$

Hence
$w-t g_{1}-(\alpha t+\alpha) g_{2}-R_{2} e_{2}=\left(0,0, \alpha t^{3}+\alpha t^{2}+\alpha^{5} t+\alpha^{3}\right)$
dividing by $g_{3}$ (or simply "cycling back" to get exponents in the range $0,1,2$ in the last component), we obtain

$$
R_{3} e_{3}=\left(0,0, \alpha t^{2}+\alpha^{5} t-1\right)
$$

The normal form is $w=\left(0, R_{2}, R_{3}\right)$, and the corresponding codeword is

$$
\begin{array}{r}
w-\bar{w}=\left(t, \alpha t^{8}+t^{7}+\alpha^{7} t^{6}+\alpha t^{5}+\alpha^{2} t^{4}+\alpha^{3} t^{3}+t^{2}+\alpha^{7} t+\alpha\right. \\
\left.\alpha^{5} t^{2}+\alpha t+1\right)
\end{array}
$$

(III.4) Examples: All of the $C_{L}(D, a Q)$ codes on Hermitian curves $x^{m+1}=y^{m}+y$ over $\boldsymbol{F}_{m^{2}}$ can be systematically encoded in a very similar fashion. We keep the same notation used above for $X_{3}$; in particular $D$ will be the sum of the $m^{3}$ affine $\boldsymbol{F}_{m^{2}}$-rational points of $X_{m}$.

Under the action of the automorphism

$$
\sigma:\left\{\begin{array}{l}
x \mapsto \alpha x \\
y \mapsto \alpha^{m+1} y
\end{array}\right.
$$

the point $Q$ at infinity is fixed, and the points of $D$ are permuted. There are precisely $m$ orbits of length $m^{2}-1$ : the orbits of the points with both coordinates nonzero. (A convenient set of representatives for these orbits are the affine $\boldsymbol{F}_{m^{2}}$-rational points on the line $x=1$.) The points with $x=0$ and $y \neq 0$ form one further orbit as in (II.A.3). The origin is a singleton orbit. This gives a total of $m+2$ orbits.

By (II.B.4) there is a Gröbner basis $\mathcal{G}$ for the $\boldsymbol{F}_{m^{2}}[t]$-module $C_{L}(D, a Q)$ consisting of $m+2$ elements, and knowing $\mathcal{G}$ gives a compact representation of the systematic encoder. We note that on these curves, for large $m$, the interesting long Hermitian codes will have $n=m^{3}, a$ will be on the order of $m^{3}$, and $k=a+1-m(m-1) / 2$ will also be on the order of $m^{3}$. The number of parity checks is on the order of $m^{2}$, so the larger we take $m$, the greater the gain is in compactness of representation of the encoder: on the order of $m^{5}$ coefficients in the row-reduced generator matrix for the code, versus on the order of $m^{3}$ coefficients in the Gröbner basis elements. In a related paper [10], we have developed a very efficient specialized algorithm for computing these Gröbner bases. This algorithm uses the special properties of Hermitian curves in a decisive way.

When $m$ is prime, this can be improved slightly. Namely, as in (II.C.1) and (III.3), when $m$ is prime, $X_{m}$ will have a nonmonomial automorphism of the form

$$
\tau:\left\{\begin{array}{l}
x \mapsto \alpha^{m-1} x \\
y \mapsto y+\alpha^{r}
\end{array}\right.
$$

where

$$
\alpha^{r(m-1)}=-1 \in \boldsymbol{F}_{m^{2}} .
$$

$\tau$ has order $m(m+1)$, and the affine $\boldsymbol{F}_{m^{2}}$-rational points of $X_{m}$ decompose into $m$ orbits under the action of $\tau$.

Finally, we note that the Hermitian codes we have considered can also be viewed as ideals in the group algebra of a certain nonabelian group $\Gamma$ of order $m^{3}\left(m^{2}-1\right)$-the full subgroup of Aut $\left(X_{m}\right)$ fixing the divisors $D$ and $a Q$. This follows since $\Gamma$ acts transitively on the points of $D$. We have not used the full group $\Gamma$ here, only large cyclic subgroups. However, the construction of a systematic encoder seems more accessible by our approach.
(III.5) Examples: Another interesting class of curves for which our approach applies immediately, and with a monomial automorphism as well, are the curves of the form

$$
\begin{equation*}
x^{q}+x=y^{q_{0}}\left(y^{q}+y\right) \tag{12}
\end{equation*}
$$

over the field $\boldsymbol{F}_{q}$, where $q=2^{2 n+1}$ for some $n \geq 1$, and $q_{0}=2^{n}$, studied by Hansen and Stichtenoth in [7]. We will write $Y_{n}^{\prime}$ for the projective closure of the curve (12). $Y_{n}$ has
just one (singular) point $(x, y, z)=(1,0,0)$ at infinity. The $Y_{n}$ also have large automorphism groups and large numbers of points rational over $\boldsymbol{F}_{q}$. Indeed, it is easy to see from the form of (12) that $Y_{n}$ passes through every point of the affine plane over $\boldsymbol{F}_{q}$, and achieves the maximum number of $\boldsymbol{F}_{q}$-rational points for a curve of its genus $g=q_{0}(q-1)$ allowed by the explicit formulas of Weil (see [7]). We note that $Y_{n}$ always has an automorphism of the form

$$
\sigma:\left\{\begin{array}{l}
x \mapsto \alpha x  \tag{13}\\
y \mapsto \alpha^{r} y
\end{array}\right.
$$

where $\alpha$ is a generator of $\boldsymbol{F}_{q}^{*}$, and $r$ is chosen to satisfy the congruence

$$
\left(q_{0}+1\right) r \equiv 1 \bmod q-1
$$

(Note that

$$
q_{0}(q-1)+1=2^{n}\left(2^{2 n+1}-1\right)+1
$$

is always divisible by $q_{0}+1=2^{n}+1$, so such $r$ always exist. )
Taking $Q$ to be the point at infinity, and $D$ to be the sum of the $q^{2}$ affine points of $Y_{n}$, we see that the points of $D$ are permuled under $\sigma$. There are $q-1$ orbits of points where neither coordinate is zero. The nonzero points with $y=0$ are permuted cyclically giving another orbit. The origin is a singleton orbit, and since $r$ is relatively prime to $q-1$, the remaining points with $x=0$ form one orbit also. Thus there are $q+2$ orbits in all. Bases for the vector spaces $L(a Q)$ can be determined from the results of [7]. (They can be expressed as collections of monomials in four variables: $x, y$ and two additional functions $f$ and $g$, whose pole orders at $Q$, together with the orders of $x$ and $y$, generate the semigroup of pole numbers at $Q$.) By (II.B.4), a Gröbner hasis for the $\boldsymbol{F}_{q}[t]$-module $C_{L}(D, a Q)$ will contain $q+2$ elements.

As in the case of the Hermitian curves considered in (III.3), (III.4), the codes $C_{L}(D, a Q)$ can also be considered as ideals in the group algebra of a nonabelian group. As shown in [7, Proposition 3.2], there is a group $S$ consisting of $q^{2}$ automorphisms of $Y_{n}$ of the form

$$
\tau_{\beta, \gamma}:\left\{\begin{array}{l}
x \mapsto x+\beta^{q_{0}} y+\gamma \\
y \mapsto y+\beta
\end{array}\right.
$$

( $\beta, \gamma \in \boldsymbol{F}_{q}$ ) acting transitively on the $q^{2} \boldsymbol{F}_{q}$-rational points of $Y_{n}$. So the $C_{L}(D, a Q)$ codes on $Y_{n}$ are ideals in the group algebra $\boldsymbol{F}_{q}[S]$. However, every element of $S$ has order 4 or less, so by (III.1) our choice of automorphism $\sigma$ in (13) leads to a greater reduction in the amount of information needed to specify encoders than any choice of automorphism in $S$.
(III.6) Examples: Another very large class of examples for which our approach applies are the hyperelliptic curves (including those of genus 1, usually known as elliptic curves). Codes constructed from elliptic curves in characteristic 2 and 3 have been studied, for example by Driencourt and Michon in [20].

For simplicity of notation, we work first over a field of odd characteristic. Then a hyperelliptic curve is given by an affine equation of the form

$$
\begin{equation*}
y^{2}=f(x) \tag{14}
\end{equation*}
$$

where $f(x)$ is a polynomial with distinct roots in the algebraic closure of $\boldsymbol{F}_{q}$. We restrict to the case where $f(x)$ has odd degree $d=2 e+1$. Then the curve has genus $g=e$, and is in special position. For $e \geq 1$, the single point $Q$ at infinity is a cuspidal singularity. The mapping

$$
\sigma:\left\{\begin{array}{l}
x \mapsto x \\
y \mapsto-y
\end{array}\right.
$$

is an automorphism of the curve (14), called the hyperelliptic involution. In characteristic 2, we have the alternate form

$$
y^{2}+y=f(x)
$$

for the equation, and an automorphism

$$
\sigma:\left\{\begin{array}{l}
x \mapsto x \\
y \mapsto y+1
\end{array}\right.
$$

Unlike the situation in the previous examples, the full automorphism group of many hyperelliptic curves of genus $g>1$ equals the cyclic group generated by the hyperelliptic involution.
$Q$ is fixed by $\sigma$, and the other $\boldsymbol{F}_{q}$-rational points are permuted in orbits of length 1 or 2 . Hence, provided that there is some $\boldsymbol{F}_{q}$-rational point not fixed by $\sigma$, we may set $D$ to be the divisor of affine points on (14), and apply our approach to the codes $C_{L}(D, a Q)$ constructed from these curves as well. (But of course, the savings in the compact systematic encoder will not be as drastic as in the previous examples.)
(III.7) Examples: Finally, we want to discuss an example where the curve has several points at infinity, but where the same ideas may be applied. We will consider the celebrated Klein quartic curve $K$

$$
x^{3} y+y^{3} z+z^{3} x=0
$$

over the field $\boldsymbol{F}_{8} . K$ is smooth of degree 4 , hence has genus 3. Its full automorphism group is simple of order 168. Codes constructed from $K$ have been discussed, for example, by Hansen (see [6], and the discussion in [21, sec. 5.7.5]).

We write

$$
\boldsymbol{F}_{8}=\boldsymbol{F}_{2}[\alpha] /\left\langle\alpha^{3}+\alpha+1\right\rangle
$$

As is well known, $K$ has 24 points rational over $\boldsymbol{F}_{8}$ : the three points

$$
Q_{0}=(1,0,0), \quad Q_{1}=(0,1,0), \quad Q_{2}=(0,0,1)
$$

and 21 other points $P_{i j}$ obtained by applying the elements of the subgroup $F$ of Aut $(K)$ generated by

$$
\sigma:\left\{\begin{array}{l}
x \mapsto \alpha x \\
y \mapsto \alpha^{2} y \\
z \mapsto \alpha^{4} z
\end{array}\right.
$$

and

$$
\tau:\left\{\begin{array}{l}
x \mapsto y \\
y \mapsto z \\
z \mapsto x
\end{array}\right.
$$

to the point $P_{00}=\left(1, \alpha^{2}, \alpha^{2}+\alpha\right)$. Precisely

$$
P_{i j}=\tau^{i}\left(\sigma^{j}\left(P_{00}\right)\right)
$$

The points $Q_{i}$ are permuted among themselves by $F$, and the other 21 points form a single $F$-orbit. Hansen considers codes constructed with

$$
G_{m}=m\left(Q_{0}+Q_{1}+Q_{2}\right)
$$

and

$$
D=\sum_{i j} P_{i j}
$$

Since the points of $D$ form a single orbit under $F$; the codes $C_{L}\left(D, G_{m}\right)$ can be considered as ideals in the group algebra $\boldsymbol{F}_{8}[F]$. Moreover, since the order of $F$ is relatively prime to the characteristic, $\boldsymbol{F}_{8}[F]$ is a semi-simple algebra, and the ideals are principal (generated by idempotent elements).

However, $F$ is a nonabelian group of order 21, hence our Gröbner basis approach would not apply directly. (Gröbner bases in a polynomial ring with noncommuting variables satisfying the same relation as $\sigma$ and $\tau$

$$
\sigma \tau=\tau \sigma^{4}
$$

could be applied.) However, we may also simply restrict our attention to the cyclic subgroup generated by $\sigma$ (according to the heuristic of (III.1); this will be the better choice). Under the action of the cyclic groups $H=\langle\sigma\rangle$ of order 7, the points of $D$ decompose into three orbits of size 7 : $O_{i}=\left\{P_{i j} \mid j=0, \cdots, 6\right\}$. By (II.B.4), for the resulting $\boldsymbol{F}_{8}[t]$-module structure on $C_{L}\left(D, G_{m}\right)$, there will be three elements in a Gröbner basis. Taking $m=4$, for example, we get a code with parameters $n=21, k=10, d=9$. To specify the compact systematic encoder, we need to know the $3 \times 11$ coefficients in the Gröbner basis elements. As in the previous cases, this compares very favorably with the $10 \times 11$ coefficients in the row-reduced generator matrix.
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